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Introduction . Analysis conditions

Line heating IR M N 1] Analysis model Target shape
» Bending by using plastic deformation due to y/p -5 Bowl shape / Saddle shape / Twist shape
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heating to form skin plate of ship hull. ' eI N 500[mm w .

 Arbitrary complex shapes can be formed by
combining multiple heating lines.

t:8[mm] ) offset so that the displacement is 0 at constraint points
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It is difficult to make heating plan due to following factors: y&x mjtrﬁgzlzsfhfwi%%s~ 681 and define plane z=0 as reference plane

Target shape Heating plan Number of elements: 1,600 Terminal (termination conditions of analysis)
(deformation)
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» The work time and dimensional accuracy depends on their skills » Obtained shape is close to
« Transfer of this technique to the next generations is necessary Apply inherent strain to the element along heating line target shape enough

— over 10 years to master
Automation of line heating is agent issue Forming target shapes

this study: To develop Al line heating system by reinforcement

learning progresses...
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Close to target shape

In line heating problem, numerous combination of state, action and reward
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L . . =m-280case| ] AS learning progresses,
. Q function is approximated by Convolutional Neural Network (CNN). —e—460case| |« number of lines needed decreases
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Definition of "action”, “state” and "reward”

shape: [ 40, 40, 2 ] shape: [ 40, 40, 3 ]

« arrangement of heating lines become organized
N ]+ obtained shape become close to target shape

Square error

Al learns deformation and

1: heating line (front) 2 : heating line (back) 1 difference from the target shape | ' , . . .
20 2 : heating history (front) 0 et combination of heating lines
3 : heating history (back) Number of heating lines

express tensor component
as follows:

Automatic planning by enough learned Al
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heating element : 1
non-heating element : 0

sus
lo iz o sssosvssessssvvsoevsveel  lsesusesesvesssesssssssssssesuesassssasuy

how much approaches to target shape current shape is 5 | | i‘_;%f; g
s E
Employed method Configuration of CNN P— 1250 : — T e,
Optimization method : Layer Dimension Layer Dimension back -+ 13 Egg % g i
Adam optimization algorithm Input  [40,40,3] Deconv. @ [10, 10, 128 ] i I 187 2 '
Exploration method : Conv. @ [40,40,32] Deconv. @ [20, 20, 64 ] e -
e-greedy algorithm Conv. @ [20,20,64] Deconv.® [40,40,32]
Conv. ® [10,10,128] Output  [40,40,2] 3). - £ i
Over view of Al line heating system Agent 3125 |
v 1.875 S 1 |- Al L. H. (Bowl)
. front — 7 150 A p | Sy ey
Convolutional Neural Network 7 000 :
state forward propagation in inference | T Z;/ * 1;?2 TZ<Y Z o
- Difference from the X1 w: filter reward corr?spondmg 2 128 % ® Coordinae iny dirction (nm)
target shape x to action
,

It can be said that heating plan is obtained

for learning (bowl, saddle, twist): 16, 2, 6 hours in practical calculation time by well-learned Al

for obtaining next heating line: 10 seconds

It Is possible to make heating plan which can obtain close shape to
the target shape in a short time by proposed system automatically
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Update w ( back propagation ) in learning
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Hough Conclusions
_pdate state e : transform We proposed Al line heating system which can learn the relationship between heatin
( caluclated from displacement)  : heating condition . Select heating line from tensor Prop g sy P 9

Obtain reward and terminal : = displacement (start point, end point ) position and deformation without human intervention during learning by using
reinforcement learning and non-linear FEM simulation. In addition, it was confirmed that

a heating plan approaching the target shape can be predicted in a short time using
proposed system.

By using proposed system, it's expected to select heating

line that can obtain a closest shape to the target shape




